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Abstract

This paper tests the importance of real shocks as sources of
fluctuations in Iran’s economy. For this purpose, based on the
work of Boschen and Mills, a set of non-monetary variables
which can affect economic growth have been selected and by
using an illustrative business cycle model in which the
production depends on the past and current value of real
shocks, the influence of these variables have been studied.

Based on the obtained results, the selected non-monetary
variables have had a significant effect on the business cycles in
[ran at the time period of 1959-1999, and introducing the
monetary variables into a model with the presence of real
variables have not increased the explanatory power of the

mode] considerably.
Key word: real business cycle.

1- Introduction

In the late 1970s, the leading economists of major schools of thought
such as Tobin, Friedman and Lucas all agreed that the rate of growth of the
money supply has a real effect on the economy and plays an important role
in the explanation of the output fluctuation. Of course there was a
considerable disagreement on the nature and the strength of the relationship
between money and output and on the relative power of the monetary and
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crucial to business cycle research and money i1s a leading variable of
business cycles.

In the early1980s, some empirical evidence on the lack of significance
of influence on output and employment was found which we can point to
the studies of Sims (1980,1982) and Litterman and Wies (1985) which
showed that in the system of Vector Autoregressive Models (VAR), when
the interest rate 1s added to the variables of the system, monetary shocks
have a low explanatory power on output variation.

The work of Kydland and Prescott (1982) showed that several business

cycle colorations can be mimicked reasonably well with a competitive
equilibrium model in which neither the money nor government policy plays

any role.

Finally there is a line of argument developed primarily by Nelson and
Plosser (1982) that relies entirely on the univariate time series properties of
aggregate output, employment and other real variables. Briefly, the Nelson
and Plosser argument is that most of the fluctuations in these variables
should be attributed to the trend component, in trend versus cyclical
decomposition, which would presumably be unattected by monetary shocks.

The above studies along with supply shocks associated wtth the two ol
price increases of the 1970s and failure of the demand oriented Keynesian
models to account adequately for rising unemployment accompanied by
accelerating inflation stimulated the transition from monetary to real theories

of business cycles.

2- Real Business Cycles Theory

In this theory, the economic agents have rational expectations and
their aim is to maximize the utility or profit subject to prevailing resources
constraint. Price flexibility ensures continuous market clearing and the
economy is always at a state of equilibrium.

The fluctuation in output and employment are due to changes in the
technology of production, and the monetary policy leaves no intluence on
the real variables. The fluctuations of employment reflect voluntary changes
in the numbers of the working hours of people who desire to work and it 1s
assumed that working and leisure are highly substitutable.

In this theory, the busines cycle arises when real shocks change real
economic productivity * or wealth and these changes set in motion economy-
wide adjustment in consumption, output, labor supply and savings that
ultimately re-establish a new equilibrium.
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From the viewpoimnt of real business cycle theorists, the positive
relation between money and output may indicate that the money supply is
responding to economic activity. In such a situation money is endogenous
and the money and output correlation that we observe 1s evidence of reverse
causation. That 1s to say the expectation of future output expansion leads to
current increase in the money supply.

[n order to explamn the close relationship between the monetary
variables and real output, they focused on the connection between the level
of output and transaction demand for money services. For this reason, in
most of the real business cycle models there is no money. One of the real
business cycle models which suggests the inclusion of money in the analysis
and deals with the relationship of money and output is the work of King and
Plosser (1984). In therr model, it 1s assumed that money reduces the
transaction costs of the goods purchased. The transaction service is
intermediate goods, which 1s produced by the financial industry and used by
firms and households. The amount of these transaction services varies with
the real state of the economy. By fitting some regressions they have tested
the relationship between production and monetary measures including
demand deposits, currency and high power money and concluded that the
most ot the relationship between money and real activities are via inside
money. which 1s compatible with real business cycle models.

Boschen and Mills (1988) have conducted an empirical investigation

on the relationship between monetary variables and real activities within the
real business cycle model. Their method is based on the study of the

relationship between money and output, presented by King and Plosser
(1984) and Bernanke (1986). An illustrative business cycle model is used in
which the output depends on the past, current and expected future real
shocks and by estimating that, they have concluded that the set of real
variables explain the most of the variation in the GNP growth; however,
there remains substantial variation in GNP growth unaccounted for by these
real variables. But much of the remaining variation in output growth is not
related to vartous measures of monetary policies.

Cooley and Hansen (1989) have described, calibrated and simulated a
one-sector stochastic growth model identical to that studied by Hansen
(1985). Money 1s ntroduced to the model by using cash in advance
constraint, which 1s applied only to the consumer goods. They concluded
that the volatility of the money supply had a small but significant effect on
the cyclical characteristics of the economy and most important money
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influence on the short run fluctuations are likely to stem from the influence
of the money process on relative price expectations.

Ramey (1992) investigated the sources of shock on real money by
studying the co-movement between money and trade credit. The model has
been presented based on the production framework used by King and
Plosser. His contribution 1s to identity the issue that the trade credit between
firms also provides transaction services and represents a substitute for bank
transaction services. His analysis is: 1t economy-wide technology shocks are
the source of economic fluctuation, money and trade credit should be related

to each other positively, because the influence of shocks on both of them are
the same. On the other hand, if shocks to the financial sector are the source

of economic fluctuations. money and trade credit can be negatively related,
because the two types of transaction services are interchangeable. Based on
the estimation of the model, it has been observed that trade credit and money
are negatively related both in short run and long run. So 1t has been
concluded that the main source of fluctuations of money is shock on
financial sector.

3- Test of the model for Iran

The business cycles in the economy of Iran have been studied within
the real business cycle framework. For this purpose, based on the work of
Boschen and Mills, a set of monetary variables which can have effect on
economic growth have been selected. By using an illustrative business cycles
model in which the production depends on past and current quantities ot the
real shocks, the influence of these variables has been studied. Boschen and
Mills have used the variables of world oil price, government purchases,
change in the average marginal tax rate on income, the growth rate In
working age people and change in the real export as the set of variables
which have effect on the output. The effect of variables of the world ol
price. sovernment purchases, change in the average marginal tax rate on
imcome and the growth rate of working age people were significant, but the
effect of the real export was not.

In this paper, based on the specific condition of Iran’s economy, the
variables of world oil price, government expenditures, population above 14
vears of age. the import of intermediate and capital goods, tax revenue, and
the ratio of tax revenue to GNP have been considered as the non —monetary
variables. Also. the variables of the difference between the free and official
market exchange rate divided by the official exchange rate multiplied by one
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hundred as the proxy variable for the non-economic factors, and four dummy
variables for the increase of the world otl price in 1974, Islamic Revolution
1979, imposed war i 1980 and the beginning of adjustment policies in 1989
have been used. Then, the effect of monetary variables on the output growth,
the effect of the currency, demand deposits and total deposits of individuals

at the banks have been tested.

The model has been estirnated by using the annual data during the
period of 1959-1999. The most important finding of the research was that the
set of real variables explains the most of variations in the growth of GNP and
introducing monetary variables into the model does not increase its
explanatory power. Therefore the main factors for the business cycles in
Iran’s economy are the non-monetary and supply side factors.

3-1- The model
l

The framework of the model i1s as follows

The technology of the production 1s a simplified two period production
function such as the work of King and Plosser (1984). The log—lmear

aggregate production function is:
}’m:],-l-at-i-E_,m | (3_])

Where vy, 1s the output at the time t+1, |, is employment at the time t
and g, and &, are the real shocks to production.
The log-linear efficiency condition for employment is:

- pi=€&- 1t EC - (3-2)

Where w, is the average nominal wage, p, 1s the price level; r, is the
real interest rate, E; is the expectational operator referring to the economy-
wide average expectation. |

Future wages are determined similarly. The current expectations of t+1

nominal wage is:

EtWt+I — Etpm T Et8t+l - Etrtﬂ' T EtE_. t+2 (3‘3)

The log -linear aggregate supply function is:

l= BD (Wt"pt) 'Bi (Ew - Etpt+l -1y + Bzf't (3'4)
Where 3;> 0 tor 1=0,1,2

|- For comprehensive illustration refer to Boschen and Milis (1988).
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The equilibrium in the goods market is given by:
r= -, }’td + @yey + Pan+ DEL (3-3)
and  y =y,

The wvariable m, represents the current observable real shocks of

demand side.
By taking the expectation from the equilibrium condition of the goods

market, substituting equations, (3-2), (3-3), (3-4) and (3-5) for y.in the
equation of (3-1), taking the expectation from the obtained equation and
arranging and placing that in the equation of y,., we will have:

The equation (3-6) i1s studied empirically. As has been observed, the
influence of the monetary measure on output has been excluded. The
exclusion of monetary measures from output determination is the central

characteristic of the real business cycle models.

3-2- The reaction of the monetary variables to real shocks
If we define the vector of real shocks in the form of z'=[¢g, N, &, €+1]" and

the vector of other variables in the form of X' =[pt, Y1, P-1, Yt-1,Ree1. Zto15- -]
the log-linear expression for currency and nominal inside money are:

D= d,z- d;R;+ dp(L)Dy + dx; + vpy (3-7)
Ci= ¢z~ ¢ Rt c(L) Dy + exi + vy (3-8)

Where vp, and cp are the shock of inside money and currency,
respectively, and the expression of dp(L) and ¢ (L) are polynomial in the lag

operator of (L).
The output equation together with the above equation shows the

contemporaneous correlation of y, C, and D, (since y, 1s one ot the
components of the vector x,). In addition, D and C, are both functions of z,
which contain shocks such as g ,which influence the future output. But this
correlation does not imply that the monetary variables have explanatory
power in the equation of output. The correlation between the monetary
variables and output does not alter the form of the output equation.
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3-2-1- Reserves and interest rates
Supply and demand equations for reserves and nominal interest rate

equations, which have been modified for Iran, are:

B= m;+ D=m,+ d,z,— dpR;+ dp(L)D,.; + dyx, + vp (3-9)
Where m;= mgR+v,, 1s the reverse of money multiplier.

R,= (mp+dr) " {-B+m+d,z (+ dp(L) Dp.i + Vi + Vi) (3-10)

B, = B+B,.;, + b,z + b.x; + vy, (3-11)

Equilibrium condition is:
R::(mR'*'dR)-l {-B-Br.itm+(d,-b,)z+dp(LL) Dy H(d-by )Xt Vit V- Vi }

By using the vector z which shows the real shocks and M, for
monetary variables, the econometrics version of equation (3-6) is:

Y= Ay(L) + A,(L)z, + AM(L)M + AR(L)R+U

Where Uy, 1s the error term with the mean of zero and serially
uncorrelated. A(L) is the polynomial of lag operator. In this equation, the
coefficients of A, and Ar have explicitly introduced which are zero under

null hypothesis.

3-3- Introducing the variables
The annual data for the period 1958-1999 are used. The variable of

GNP in 1990 prices (GNPy) used as the criterton of output and the variables
of world oil price (POOg), the government expenditures including the
current and development expenditures in 1990 prices (GEq), population over
14 years of age (POP,4), imports of the capital and intermediate goods in
1984 prices (MKVyy), the ratio of taxes to the GNP (TINTPY), tax revenue
in 1990 prices (TINTy) have used as the variables related to the real shocks
and currency (M0yy) and demand deposits of individuals at banks (DM 1)
and the total demand deposits( saving deposits and time deposits )of
individuals at banks (DM2) have been- used as monetary measures. The
variable of the difference in the exchange rate of the free market and official
market divided by the official exchange rate multiplied by 100 (EXD) as a
proxy variable for non-economic factors which have etfect on economy and

the dummy variables (D1) for the o1l price increase (1974), (D2) for Islamic
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Revolution (1979), (D3) for the imposed war (1980) and (D4) for the
adjustment policies (1989) have also been used.

With regard to the lack of a time sertes data of the population over 14
years of age-by using the census of the years 1956, 1966, 1976 and 1996,
first the average growth rate of the population over 14 years was calculated
and then by using the mentioned method in the national accounts of the years
1958-1978, the time series of the population over 14 years of age has been
made as follows:

If r; and r, are the calculated growth rates for the interval between two

consecutive periods of census, those growth rates are more acceptable for the
middle years of the period, thus the fall o rise of the population growth rate

in the time period of the middle points of two census (10 years) are as
follows: '

d — (1'2 - I‘])/lo
[f the trend of increase of the population 1s a linear function of time:
r,=r + at

The difterential equation of population ts:
dp/p=(r,+at)dt

And its primary function is:
| dp/p = J (r+at)dt

Therefore the equation of time change of the population would be:

|
ro+(—=a)t”

P =P,e
By using the above equation, the growth rate of population and the rates of
raise and fall in the growth rate n different census periods, the time series
data of the population over 14 years of age has been estimated.

4- Emperical test

At first, the logarithms of the variables were calculated and then the
stationary test was performed on the logarithm of all the variables. Based on
the Augmented Dicky-Fuller (ADF) test, none of the variables were
stationary. Thus, their first order difference was calaulated and once again
were tested, where the first order difference of all variables were stationary.
Table (4.1) shows the average growth, standard deviation and corrolation
coefficients of the real variables with other variables under consideration. It
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Is observed that variables of the world oil price, government expenditures,
imports of intermediate and capital goods and demand deposits of
mmdividuals at banks have a high correlation with Gross National Product.

Table 4-1
1) Average rate of growth and standard deviation of variables

: Average Standard
Variables | Glr'owtgh __| Deviation
DLNNPyq 5.43 10.99
DLGEqgg 6.33 17.78
DLPOOgy [.3 | 29.27
DLMKVg, 4.5 26.63
DLPOP,, 3.04 12
DLMO(}() l 5.34 * 14.14
DLDM Iy, 7.4 13.26
DIDM 244 20.62 4.75

11) Correlation coefticients of the variables:

DLGNP,, | DLGE,, | DLPOOy, | DLMKVy, | DLPOP,,
DLGNPy, - : - -
DLGEqg 74 | - : :
DLPOOg, | .49 33 | - :
DLMKVg, | 58 5 | 26 | 1 :
DLPOP,, .16 =24 07 ] 1
DLMO,, 09 0 [ 1 1 0o ] .05
DLDM 64 | 51 | 42 37 0]
DLDM2y, 23 16 35 09 [ -03

4-1- Estimation of the model

According to the results obtained from the Augmented Dickey-Fuller
test, entailing the non-stationary characteristics of all variables in the various
levels, and being stationary in their first order difterence, all regressions
were fitted on the first order difference ot the variables. Based on the
significance of coeftficients and taking the other considerations while
sefecting a model, the best models have been selected and the results are
reported in table (4-2).

In order to study the effect of the lageed growth rate of GNP. first we
assumed 1t as the explanatory variables.
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The first column shows the results of using two lags of the growth of
GNP as the explanatory variable. It 1s observed that the first lag of growth of
GNP s significant and the second lag 1s also significant at the 8% level.
Effect of these lags 1s positive on the growth of GNP, The R- of the model is
trivial (16%:) which indicates that these variables only explain 16% of the
orowth of GNP.

The second column shows the ettect of the world otl price variable
together with the first lag of GNP on the growth rate of GNP.The effect of
these variables are significant with R™ of 28%.

In the third column the variables of government expenditures and 1ts
ags have been added to the model. The current quantities and the first to
fourth lags of this variable have been significant. The effect of the current
gquantities and the first and second lags of this variable on the GNP have
been positive and the effect of third and fourth lags are negative. It can be
areued during this time; that the intensity of the eftect of the variable 1s
reduced. Since the regression is conducted on the growth rate of the variable,
the negative coefficient does not mean the reduction of GNP | but 1t reduces
the intensity of the growth rate of GNP . The positive eftect of government
expenditures on GNP in the long run and under certain conditions may be
reduced due to the reduction of other components such as private investment.
This issue depends to a great extent on the method of financing government
expenditures. In Iran, the share of tax revenue in financing government
expenditures is trivial and the main financing means 1s oil revenue and
borrowing from the Central Bank. The procurement of government
expenditures through these methods expands the monetary base and
increases the money stock, which by itself causes the increase of price levels
and inflation .

Creation of inflation on one hand brings about the increase of the
interest rate of the (non—ofticial) market and reduction of the investment n
the private sector and on the other hand. gives rise to the lack ot contidence
and instability in the economic environment which m turn diverts the
orientation of private sector savings from productive and long term activities
toward short term and speculative activities.

The significance of these two lags (third and fourth) was tested by
omitting them from the regression equation and performing the I test. The
null hypothesis concerning the zero coefficient of these two variables has
been rejected.

The great effect of the government expenditures on the growth ot GNP
can be attributed to the vast role of the government in the economy of the
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country during the past 40 years. By adding this variable into the model R
rose to 7/2%o.

By adding the variable of the population growth over 14 years age into
the model, the effect of current and lagged quantities of this variable was
studied. The results are reported in column 5 .As it is observed, the effect of
the current value of this variable on the growth of GNP is significant. The
orowth of the population over 14 years of age can be studied with regard to
the labor supply as areal influential variable. The size of the coetficient of
this variable as compared with other coefficients seems to be large: however,
in the models in which this variable has been used. a large coefficient was
obtained. But based on the conducted studies. it seems that there is a less
variable part 1 the growth of GNP whose effect is reflected n the
population coeftlicient. Therefore one should deal with the real size of this
coefficient cautiously.

Other real variables which were added to the model were the variables
of tax revenue and the ratio of tax revenue to GNP as the criteria for the
effect of government tax policies on the output growth. Each of them was
added to the model separately and due to the fact that the effect of neither of
them was significant, they were excluded from the report.

[.ack of statistical significance of these variables can be sought in the
lack of mfluence of private sector in the economy and the petty portion of
tax revenue in the government income. In column (6), the effect of adding

the variable of growth of capital and intermediate imported goods has been
recorded. The current value of the variable of growth of intermediate and

capital imported goods is significant and has a positive effect on the growth
of GNP. With regard to the nature of Iranian industries and their dependence
on foreign imports of raw materials and investment equipment, the positive
effect of the growth of mimport of capital and intermediate goods on the
crowth of GNP 1s justifiable and the fluctuations of this variable can have
eftect on the supply side. |

The effect of the variable of the ditterence of foreign exchange rate in
the free and ofticial market divided by official rate multiplied by one
hundred. and also four dummy variables were not statistically significant
and their results were not reported.
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Table (4-2) .
The effect of the growth of real variables on the growth of GNP
Explanatory
Lxplanat m o o o |®o |®
73912 | 4873 |
DLGNPy (-1) (';_ 2 3.89) : i i _
! J1 ' .
2693
DLGNPy (-2) | Jge : : : : :
1634 0855 | .0508 0963 | .0773
DLPOOs " len leon 1a29 @6 | @21
3668 | 2585 | 342 | 02527
| DLGEq R (5.06) | (3.58) (522) | (3.78)
1366 | .0037 | .1359 | .1111
DLGEq (-1 : :
S Ty
. . . J .
DLGEg (-2) L ey lee  loen | @s
] - 166 182 | -.139
DLGEo (-3) ' T | (2.4 " 29 | (24
115 146 | -.155
DLGEqgo (-4) '  lan | @3 s
9376 | .8889
DLPOP,, " ) ' T 284 | 3)
1082
DLMK Vg, : : : : Y
R’ .16 28 [ .72 |61 | .76 8]
F 767 | 156 17 2024 | 19 21.46
D-W 1.94 .89 1.24 [.24 1.68 1 .87

The figures inside the parentheses are the t statistic.

The column (6) 1s the final result of this section. It indicates that the
real variables explain 81% of the changes of the growth of GNP. The growth
of variables of the world o1l price, the government expenditures and its lags,
the population over 14 years of age and the imports of capital and

intermediate goods have a significant effect on the growth of GNP.
One of the reasons for insignificance of

lags of variables can be
related to annual presentation of this data. If seasonal data were available;
the results might have been different.
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4-2- Monetary variables

In order to study the effect of outside and inside money on the growth
of the GNP, the variables of demand deposits (DM 14g), and the total deposits
ot individuals m the banks (demand deposits, saving and time deposits)
(DM2y,) were used as the criterion for inside money and the variable of
currency (DM0Oy) as the criterta for outside money. Once the model was
estimated by using these variables and the lags of the GNP to study the effect
of these variables in the absence of real shocks. Then once again the model
was estimated with the presence of these variables and real variables to
consider the effect of these variables.

Table (4-3) shows the best results from the usage of above mentioned
monetary variables and lag variable of the GNP. Column (1) shows the
related results by using the variable of growth of currency in the model. The
first and second lags are significant and the current value is also significant
at the level of 19%. The sum of these coefficients are trivial which is
compatible with the real business cycle theory concerning the lack of
relation between outside money and output . The whole variables justify
25% of the changes of output growth.

Column (2) shows the respective results of using the variable of
demand deposits of individuals in banks. The current value of this variable is
statistically significant and has a positive effect on the growth of GNP. The
large and positive coefficient of this variable can be due to the change of the

composition of money stock 1n favor of demand deposits within the period of
study, at the beginning of the period to the end of the period. These variables

explain 27% of the variation of output growth.

Column (3) shows the results related to using the variable of growth of
total deposits of individuals 1n banks. The current value and the second lag
of this variable are statistically significant and its first and third lags are also
significant at 19% and 22% respectively. Totally, these variables explain
26% ot the change of output growth.

Column (4) shows the obtained results of using the two variables of
currency and demand deposits of individuals in banks. The effect of the
current value of the variable of currency is not statistically significant, but
the effect of the first and second lags of this variable i1s significant. These
variables totally explam 53% of the variation ot output growth.

Column (5) shows the results with the presence of the variable of
currency and the total deposits of individuals m banks. The effect of these

variables 1s not statistically significant.
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Table (4-3)
The effect of the growth of monetary variables on the growth of GNP
E.xplanatory
Variables 1) @) ) “ )
L
6462 2492 4732 4564 6781
DLGNPqq (-1) (4.24) ] (1.57) (3.27) | (3.42) | (4.86)
2031 -.0235 -.2257
DLM0Og, (1.34) ) | (-.17) (-1.67)
4567 f 1084 4197
DLMOgs(-1) (2.98) ) ] | (.69) (3.05)
| 2912 2956 2965
DLM0Ogq (-2) 2.1) ) | ] (2.69) (2.38)
4771 5301
DLDM 1o ‘ (2.93) I B G ) S
2659 0358
2 - - )
DLDM2y (3.55) | | (2.47)
0283 017
Don (- - - -
DLDM2gq (-1) (1.33) (.098)
0541 03064
Vo (=2 - - -
DLDM2g(-2) (2.2) (2.33
) 024
DLDM l(}{] (-_J) - ) * (] 26) l ]
1
3177
f%?(l) - ] ~ ] (L64) ]
R- 25 27 27 | 353 | 4
F 5 14.46 4.21 8.9 5
D-W 2.08 [.9 2.22 1.81 2.06

The figures inside the parentheses are the t statistic.

As 1t 1s observed, with the presence ot real variables in the regression
equation, the maximum level of significance of monetary variables is just
9% and introducing the monetary variable into the model does not add to its

explanatory power considerably.
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Table (4-4)
The effect of the growth of monetary and non- monetary variables
on the srowth of GNP
Explanatory
Variables (1) ) (3) (4) (5)
L
0766 0686 731 0677 0735
DLPoo
R4 | (362659) (2.07) (2) (2.04) (2)
. 2211 2464 | 2356 2618
DLGEo 389 | G3D | 3.5 | (3.45) (3.6)
0935 1272 1118 | .1088 0945
DLGEq (-1) (1.47) (2.16) | (1.82) | (1.77) (1.46)
2726 2434 2782 | 2384 2738
DLGE (-2) 443) | (3.93) | @46) | 384) | (4.36)
] - 1616 148 | -.1299 | -.1725 -.1544
DLG]j:f)n("-?) (-2.9) | (-2.56) | (-2.04) | (-2.84) (-2.21)
-.175 -.1404 | -.1606 | -.1613 -.1786
DLGEgg (-4) (-2.9) (-2.56) | (-2.71) | (-2.76) (-2.84)
1044 094 1102 | .0897 1059
DLMK Vs, 2.68) | 247 | 218 | @34 |  (2.64)
854 6369 8826 | .5949 8504
DLPOP., 2.85) | (199 | (2.93) | (1.85) (2.79)
0805 0856 0781
DLM0Ooo (.93) ‘ ' (1.03) (.88)
1423 1415
DLM o ' (1.76) | (1.79) '
003 0022
P - - -
DLM2o, (.35) (26)
R 81 | 8 | .80 82 8
F 18.78 20.6] 18.18 | 1847 | 162
D-W 2.02 1.97 1.87 2.07 2.02

The i‘igu res inside the parentheses are the t statistic.

S5- Concluding remarks

The motivation to conduct this research was to determine the factors
affecting the business cycles in the economy of Iran. For this purpose, based
on the Boschen and Mills study (1988), within the framework of the theory
of the RBC, a series of variables affecting the business cycles in the
economy of Iran were i1dentified and estimated. Based on the obtained
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results, the variables of world o1l price, government expenditures, population
over fourteen years of age, the imports ot intermediate and capital goods all
have had a significant effect on the business cycles in Iran at the time period
of 1959-1999. The set of these variables have explained 82% of the growth
of the GNP.

Introducing the monetary variables including currency, demand
desposits and total deposits of the individuals in the banks into a model with
the presence of real variables have not increased the explanatory power of
the model considerably. Therefore, it 1s concluded that the factors aftecting
on the economic fluctuation of [ran in the time period under investigation
have been non-monetary factors and supply side parameters.
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