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Abstract
Use of linear and non-linear models to predict the stock price has been paid attention to by investors, researchers and students of finance and investment companies, and organizations active in the field of stock. Timely forecasting stock price can help managers and investors to make better decisions. Nowadays, the use of non-linear methods in modeling and forecasting financial time series is quite common. In recent years, one of the new techniques of data mining with support vector regression (SVR) has had successful application in time series prediction. In this study, using support vector regression model, we examined the Tehran Stock prices and the predicted results were compared with ARIMA classic model. For this purpose, of the Tehran stock companies, 5 companies were selected during the years 2002 to 2012. Using benchmarks to evaluate the performance of MSE, MAE, NMSE these two methods were compared and the results (in the case of non-linear data) indicate the superiority of SVR model compared to the ARIMA model.

Keywords: stock investment, stock price forecasting, data mining, support vector regression, ARIMA models
1- Introduction

Achieving the long-term and continuous economic growth demands optimal allocation of resources at the national economics level which is impossible to obtain without the help of financial markets, especially extensive capital market. In a healthy economy, the presence of a financial system plays a role in proper distribution of funds and financial resources.

Usually, the financial markets are defined as a system composed of individuals and institutions, instruments and procedures that are collecting savers all in one place. One of the most attractive financial markets in which asset management and decision making quality are of extremely importance is stock market. In this market, the correct decision making has even greater importance than in traditional markets like commodities market and to do suitable activities and create wealth, the power of prediction, direction and pace of change are very important. Stock price forecasting is a popular and important topic in financial and academic studies. (Yue xo, 2012) Yet, the number of individuals having experience and talent to guess the direction of stock market is few. Therefore, the systems which can help to make a proper decision is very valued.

Predicting stock index is a major activity of financial firms and private investors. However, stock index prediction is regarded as a challenging task of the prediction problem since the stock market is a complex, evolutionary, and nonlinear dynamic system (Lu et al, 2011). Highly accurate interval forecasting of a stock price index is fundamental to successfully making a profit when making investment decisions, by providing a range of values rather than a point estimate. (Xiong, 2013)

Support vector regression (SVR) has successfully solved prediction problems in many domains, including the stock market. (Hung, tsai, 2009). Support vector regression (SVR) has become a popular alternative in stock index forecasting tasks due to its generalization capability in obtaining a unique solution. (Dai et al, 2013)

The financial time series such as exchange rates, stock prices, inflation and oil prices, due to features such as no inertia, being non-linearity and noise are difficult to predict. There have been different studies in time prediction and several methods have been evaluated. (Engel, 1989) in recent years one of the machine learning algorithms named SM has had successful applications in time series prediction, especially financial time series. This
method, due to its outstanding properties such as simple geometric interpretation, reaching a general and unique solution is noticeable. Choosing best model in SVM model is equal to solving a quadratic programming problem, which leads to a unique and general solution. On the other hand, SVM can estimate the complex non-linear functions by applying a suitable core function and mapping the original data into a higher dimensional space. (Basak et al, 2007) due to these features, the use of genetic algorithm has become widespread as in predicting stock price in stock market. Also, one of the methods to predict stock price in market is mixed SVM-ARIMA model. (Ince and Trafalis, 2006)

2- Support Vector Machines for Regression Problems (SVR)

Based on Statistical Learning Theory, Support Vector Machine (SVM), was first developed by Vapnik( vapnik, 1998) Another version of SVM method for regression problems in year is called. support vector regression (SVR) (Vapnic, 1995) Application of support vector regression (SVR) could improve forecasting accuracy performance.(hong et al, 2013) The model produced by svc is only a subset of the training dependent sample .similarly , the produced model by the SVR is only a subset of training dependent samples because the loss function for model construction ignores the training data which are close to prediction model ( at ε distance from the prediction model) This is corresponding to using loss function ε- insensitive suggested by Vepnic and produces one sparse set of support vectors .

Overall, SVR acts to estimate the regression function as the following

a. Estimate the regression function in a set of linear functions as $f(X) = (w, \Phi(X)) + b$
b. Minimizes empirical risk with respect to loss function ε- insensitive
c. Performs structural risk minimization principle to minimize the real risk in that it considers the structure of the set of linear functions (defined by norm of coefficients of linear functions) as follows :

\[ H_k = \text{CH}_2 \text{C} \ldots \text{CH}_k \text{C} \ldots \]

Where $H_k$ element of the structure is defined by the following inequality :

\[ \| w \|^2 = (w, w) \leq C_k \]  \hspace{1cm} (1)

And to find the model of optimal complexity, minimizes $\|w\|^2$.  

2-1- Linear Mode

Suppose we have the training data $S = \{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$ $\mathbb{R}^d \times \mathbb{R}$ in which $n$ is the number of samples and $\mathbb{R}^d$ represents the input space. In SVR, our goal is to find a function $f(x)$ which for all instances has $\varepsilon$ values deviation from the real purpose of $y_i$ and is as smooth as possible. In other words, the errors that are less than $\varepsilon$ are overlooked, but it will not accept errors greater than $\varepsilon$. Linear regression function in the input space can be estimated as follows:

$$f(x) = (w, x) + b$$

$$x, w \in \mathbb{R}^d, b \in \mathbb{R}$$ (2)

Smoothness of (2) means that we are looking for a model with minimal complexity. According to what was mentioned in the previous section, this is done with minimization of $\|w\|^2$. So the main problem can be written as follows: (smola, Scholkopf, 1998)

$$\min \frac{1}{2} \|w\|^2$$ (3)

$$\text{s.t. } y_i - \langle w, x_i \rangle - b \leq \varepsilon, i = 1, 2, \ldots, n$$

$$\langle w, x_i \rangle + b - y_i \leq \varepsilon, i = 1, 2, \ldots, n$$ (4)

Which is a quadratic optimization problem. The implicit assumption in (4) is that there really is a function $f$ which can approximate all pairs $(x_i, y_i)$ with accuracy $\varepsilon$. Or in other words, the above optimization problem can be solved. Sometimes it may happen that the relation (4) does not hold for all training samples. To deal with impossible constraints in the above optimization problem, we define the auxiliary variables of $\xi_i^+, \xi_i^-$ so that they satisfy the following restrictions.

$$\min \frac{1}{2} \|w\|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*)$$ (5)

$$\text{s.t. } y_i - \langle w, x_i \rangle - b \leq \varepsilon + \xi_i$$

$$\langle w, x_i \rangle + b - y_i \leq \varepsilon + \xi_i^*$$

$$\xi_i^+, \xi_i^- \geq 0, i = 1, 2, \ldots, n$$ (6)
In which $\xi_i^{(*)}$ refers to variables of $\xi_i^*, \xi_i$ and constants $C > 0$ is a balance between smoothness of $f$ and empirical risk. For example, if $C=\infty$, then the aim is to minimize the empirical risk regardless of the complexity of the model.

Figure 1. (a) auxiliary variables (b) $\xi_i^*, \xi_i$ are loss function $\varepsilon$-insensitive
(a) Auxiliary variables (b) $\xi_i^*, \xi_i$ are loss function $\varepsilon$-insensitive which is defined as follows:

$$L_\varepsilon (y - f(X)) = \max \{ | y - f(x) | - \varepsilon, 0 \} = \begin{cases} 0 & | y - f(x) | \leq \varepsilon \\ | y - f(x) | - \varepsilon & 0, \omega \end{cases}$$

In most cases, the above optimization problem is solved easily in its dual formulation. Using coefficient method of Lagrange, we have:

$$L(w, b, \alpha, \beta) = \frac{1}{2} \| w \|^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i^*) - \sum_{i=1}^{n} \alpha_i (\varepsilon + \xi_i - y_i + \langle w, x_i \rangle + b)$$

$$- \sum_{i=1}^{n} \alpha_i (\varepsilon + \xi_i^* - y_i + \langle w, x_i \rangle - b) - \sum_{i=1}^{n} (\beta_i \xi_i + \beta_i^* \xi_i^*)$$

$\beta_i^*, \beta_i, \alpha_i^*, \alpha_i$ are Lagrange coefficients that satisfy the following conditions:

$\alpha_i, \alpha_i^*, \beta_i, \beta_i^* \geq 0$

It is shown that this function can have a saddle point related to dual and main variables. The saddle point condition makes the partial derivations of $L$ become zero in terms of main variables to get optimization.
\[
\frac{\partial L}{\partial b} = \sum_{i=1}^{n} (\alpha_i^* - \alpha_i) = 0 \quad (7)
\]

\[
\frac{\partial L}{\partial w} = w - \sum_{i=1}^{n} (\alpha_i - \alpha_i^*)x_i = 0 \quad \Rightarrow w = \sum_{i=1}^{n} (\alpha_i - \alpha_i^*)x_i \quad (8)
\]

\[
\frac{\partial L}{\partial \xi_i} = C - \alpha_i^* - \beta_i^* - \frac{1}{2} \langle w, w \rangle - \sum_{i=1}^{n} (\alpha_i - \alpha_i^*)\langle w, x_i \rangle - \varepsilon \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) \quad (9)
\]

By putting (7), (8) and (9) in the Lagrange function: we have

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) (\alpha_k - \alpha_k^*) = 0 \quad (10)
\]

Thus, the optimization problem is obtained under the dual form

\[
\begin{align*}
\alpha_i, \alpha_i^* \in [0, C]
\end{align*}
\]

Calculating the Lagrange coefficients from equation (11) and using equation (8), we can write \( f(x) \) as the following:

\[
f(x) = \langle w, x \rangle + b \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) \langle x_i, x \rangle + b \quad (12)
\]

As it can be seen, SVR algorithm is described in terms of the dot product between the data, and we not need to compute \( w \) explicitly to get \( f(x) \).

2-1-1 calculation b

To find \( f(x) \), \( w \) is required to be computed in addition to \( b \). KKT conditions reflect the product of the dual variables and constraints must be zero.

\[
\alpha_i (\varepsilon + \xi_i - y_i + \langle w, x_i \rangle > b) = 0 \quad (13)
\]

\[
\alpha_i^* (\varepsilon + \xi_i^* + y_i - \langle w, x_i \rangle < -b) = 0 \quad (14)
\]
The above relationships provide some useful conclusions. First, only the samples \((x_i, y_i)\) corresponding to \(\alpha_i^{(\ast)} = C\) are outside \(\varepsilon\)-insensitive interval. Also, \(\alpha_i, \alpha_i^{\ast} = 0\) means there is never a set of dual variables of \(\alpha_i\) and \(\alpha_i^{\ast}\) which become zero simultaneously. For \(\alpha_i^{(\ast)} \in (0, C)\) we have \(\xi_i^{(\ast)} = 0\) and therefore the second factor in 13 and 14 must be zero and \(b\) can be computed.

\[
b = y_i - \langle \mathbf{w}, \mathbf{x}_i \rangle - \varepsilon \quad a_i \in (0, C) \quad b = y_i - \langle \mathbf{w}, \mathbf{x}_i \rangle + \varepsilon \quad a_i \in (0, C)
\]

The relations (13) and (14) result that only samples with \(|f(x_i) - y_i| \geq \varepsilon\) Lagrange coefficients may be nonzero. For samples with \(|f(x_i) - y_i| < \varepsilon\) the second factor in (13) and (14) is non-zero, hence for KKT conditions to hold, \(\alpha_i\) and \(\alpha_i^{\ast}\) must be zero.

The samples which have nonzero Lagrange coefficients are called support vectors. Due to this and the relations (8) and (12), to compute \(f(x)\) and \(w\), we do not need all of \(x_i\), but only support vectors are involved in the calculation of \(w\) and \(f(x)\). This property is called sparseness because the complexity of the model depends only on the number of support vectors.

2. Non-Linear mode

In SVR method when we cannot fit a linear regression function in input space to data, we can use a nonlinear mapping to transform data into a space with greater dimension and the standard svr algorithm is applied in this new space. Thus, linear regression in the new space corresponds to nonlinear regression in the original input space.

As mentioned, the linear SVR algorithm is dependent on only dot product between data the nonlinear SVR algorithm only depends on the dot product. Replacing the kernel function for dot product of \(<\Phi(x_i), \Phi(x_j)\>\) in new space with greater dimension, the linear regression function is written as follows.

\[
f(x) = <s, \Phi(x)> + b = \sum_{i=1}^{n} (\alpha_i - \alpha_i^{\ast}) <\Phi(x_i), \Phi(x_j)> + b
\]
\[ \sum_{i=1}^{n} (\alpha_i - \alpha_i^*) K(x_i, x) + b \]

Using kernel functions instead of a dot product of, calculations are done. Using data from the original input space, without having to know the mapping. There are a variety of kernel functions the common of which are polynomials of RBF Gaussian, RBF exponential and tangent hyperbolic.

3- Introduction to ARIMA models

ARIMA model is a linear - stochastic time series model in econometrics which is used for stationary and non stationary time series. One of the methods for transformation of no stationary series into a stationary series is subtraction method. For the Prediction of model ARIMA (p, d, q) the methodology of Jenkins box is used that has four stages: identification, estimation, diagnostic control and prediction. (Brillinger, 1981; Chatfield, 1975; box, Jenkins, 1975)

ARIMA model is one of the most common methods of forecasting time series. In an ARIMA model, the future value of a variable is expressed as a linear combination of past values and past errors as follows:

\[ y_t = \theta_0 + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \varphi_p y_{t-p} + \epsilon_t + \theta_1 \epsilon_{t-1} + \theta_2 \epsilon_{t-2} + \ldots + \theta_q \epsilon_{t-q} \]  

(17)

Where \( y_t \) is the actual value, \( \epsilon_t \) the random error at time t, \( \varphi_i \) and \( \theta_j \) coefficients and p and q are integers which are the ARIMA model orders. In these models, with the appropriate pre-processing methods, the data are processed. ARMA model is then selected. To determine the model order, autocorrelation function and data partial autocorrelation are used.

4- Data mining

Data mining refers to extracting or mining knowledge from huge amount of data as an important step in the knowledge discovery process. (Han and Kamber, 2006), data mining techniques can be divided into two main categories: descriptive and predictive. In the descriptive approach, we aim to describe an event or a fact but in predictive methods, we aim to predict the unknown variables from future data (tan et al, 2006)
5- Process Modeling and Implementation of SVR Algorithm

A general model of the SVR algorithm can be summarized as follows:

1. Converting data into input formats of SVR algorithm
2. Data division into three sets of training data, validation and test
3. Scaling the data in the interval $[1, 0]$ or $[+1, -1]$
4. Selecting kernel functions
5. Selecting parameters $\nu$, $c$ and kernel function parameters.
6. Model learning by using training data, based on selected parameters
7. Learned model evaluating by the test data set

If the accuracy of the model on test data is not acceptable, return to step 4 and repeat the process until an acceptable accuracy is obtained.
5-1- Statistical Samples

According to SVM model, the value of the sample must be too high. Because of this, data were selected on a daily basis from the variables. In the SVM algorithm, every raw data set is divided into three sections. The first part, which comprises 60 percent of the data, is used as the training set to build the model. The second part comprising 30 percent of total data is called validation set used for selection of SVM model parameters and the remaining 10 percent is used as assessment of model accuracy. The table below shows how data are divided into three subsets of the training, validation and testing.

<table>
<thead>
<tr>
<th>COMPANY</th>
<th>TRAINING</th>
<th>VALIDATION</th>
<th>TEST</th>
<th>TOTAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ghadir</td>
<td>1150</td>
<td>550</td>
<td>95</td>
<td>1795</td>
</tr>
<tr>
<td>Khodro</td>
<td>1000</td>
<td>400</td>
<td>97</td>
<td>1497</td>
</tr>
<tr>
<td>Roy</td>
<td>870</td>
<td>450</td>
<td>152</td>
<td>1472</td>
</tr>
<tr>
<td>Saipa</td>
<td>750</td>
<td>350</td>
<td>98</td>
<td>1198</td>
</tr>
<tr>
<td>Setran</td>
<td>1200</td>
<td>600</td>
<td>163</td>
<td>1963</td>
</tr>
</tbody>
</table>

One of the steps of pre-processing time series data is using a moving window method. K window display is shown below.

\[ x_1, x_2, x_3, \ldots, x_k, x_{k+1}, x_{k+2}, \ldots, x_n \]

The first input is:

\[ \sum \alpha_i = 0 \]

The second input is:

\[ x_2, x_3, \ldots, x_{k+1} \]

The third input is:

\[ x_3, x_4, \ldots, x_{k+2} \]

The last entry is:

\[ x_{n-(k-1)}, \ldots, x_n \]

To fix the remote point problem and prevent computational problems, it is better for data to be scaled in the interval [1, 0] or [-1, -1]. The following equation scales the data in the interval [0, 1]

\[ Y_i = \frac{x_i - X_{\text{min}}}{X_{\text{max}} - X_{\text{min}}} \]  \hspace{1cm} (18)

In this study, a moving window of size 5 is used to convert data into input format of SVR. Moreover, data are scaled in the interval [0, 1] to remove the outliers.
5-2- Choosing the Parameters

Before implementation of SVR algorithm, it is needed to specify the type of kernel function parameters and the parameters $\varepsilon$, and $c$. The accuracy of SVR models largely depends on the proper choice of kernel function parameters $\varepsilon$ and $c$. Each of the parameters influences the model complexity and accuracy of predictions. $\varepsilon$ is defined as acceptable radius over deviations from the regression function such that an increase of $\varepsilon$ reduces the number of support vectors. On the other hand, parameter $c$ makes a balance between experimental risk and complexity such that increasing $c$ increases the importance of learning error compared to model complexity. SVR algorithm, with the application of an appropriate kernel function and mapping the data into a higher dimensional space, is able to find nonlinear regression functions. Proper choice of kernel function and its parameters plays an important role in the complexity and accuracy of SVR models.

Regarding the nonlinear data, we use a Gaussian RBF kernel function as applied in most applications of time series prediction (Tay and Cao, 1992) and a grid search method is used to select the model parameters in that taking two parameters constant, the values of the parameters will change based on the lowest MSE in data validation to select the best parameter value. (Cao and Tay, 2001)

The following table shows selected parameters for the five data sets:

<table>
<thead>
<tr>
<th></th>
<th>$\gamma$</th>
<th>$c$</th>
<th>$\varepsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHADIR</td>
<td>0.75</td>
<td>4900</td>
<td>0.1</td>
</tr>
<tr>
<td>KHODRO</td>
<td>5</td>
<td>700</td>
<td>0.00025</td>
</tr>
<tr>
<td>ROY</td>
<td>1</td>
<td>50000</td>
<td>1</td>
</tr>
<tr>
<td>SAIPA</td>
<td>0.25</td>
<td>7000</td>
<td>0.03</td>
</tr>
<tr>
<td>SETRAN</td>
<td>1.5</td>
<td>2000000</td>
<td>0.15</td>
</tr>
</tbody>
</table>

Parameters are selected based on the lowest MSE in validation data because data validation can be used to select the best model and to adjust the initial model.
5-3- Autocorrelation and Partial Autocorrelation Functions

One of the Interpretation tools for identification of model is the autocorrelation and partial autocorrelation functions of time series which is presented and discussed.

\[
\rho_k = \frac{C_k}{C_0} = \frac{\sum_{t=1}^{n-k} (x_t - \bar{x})(x_{t+k} - \bar{x})}{\sum_{t=1}^{n} (x_t - \bar{x})} \quad \text{and} \quad \gamma(k) = \frac{\text{cov}(x_t, x_{t+k})}{\text{cov}(x_t, x_t)}
\]

In which \( p(k) \) is the autocorrelation function and \( r_k \) is autocorrelation coefficient

\[
\rho_k = \begin{bmatrix} 1 & \rho_1 & \rho_2 & \ldots & \rho_{k-1} \\ \rho_1 & 1 & \rho_1 & \ldots & \rho_{k-2} \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ \rho_{k-1} & \ldots & \ldots & \ldots & 1 \end{bmatrix} \quad \Phi_{kk} = \begin{bmatrix} \ldots \\ p_k^* \\ p_k \end{bmatrix}
\]

And \( \Phi_{kk} \) is the partial autocorrelation function, \( p_k \) is autocorrelation matrix and \( [p_k] \) is the same matrix in which the last column is changed with vector \((p_1, p_2, \ldots, p_k)\)
Figure 4: Autocorrelation and Partial Autocorrelation Functions Data of Ghadir Company

Figure 5: Autocorrelation and Partial Autocorrelation Functions Data of Khodro Company

Figure 6: Autocorrelation and Partial Autocorrelation functions data of Roy Company
5-4- Pre-Processing Methods for Time Series Data

Financial time series demands preprocessing techniques due to features such as non-stationary, noise and nonlinearity. Depending on data type, different methods are used to preprocess. One of the conditions of ARIMA model is the stationary mode of the data (either in terms of mean and variance). If the variance of data is non-stationary, by stability transformation, variance and the mean become stationary through differential.

5-5 Sustainability Transformations of Variance

There are many time series which are stationary in the mean, but their variance is non-stationary. A sustainability transformation of Variance is necessary to solve these problems. Variance change of a non-stationary process is very common when the level changes. Important thing to mention here is that if the sustainability transformation of variance is necessary, it must come into force before any preprocessing such as differential.
Among five companies selected for this study, only data of Tehran Cement Company have unstable variance and requires sustainability transformations of Variance. Other companies have stationary variance.
In this company, regarding the fact that data variance is highly variable (over time), a logarithmic transformation was used to stabilize variance. After logarithmic transformation was used to stabilize the variance, it is observed that the data are non-stationary in the mean. To eliminate the problem, differential was used to make data stationary.

5-6. The Difference between Takings

One of the most common preprocessing techniques for time series is differential used for making data stationary (on average). After taking the first difference of the time series, the original time series becomes:

\[ Y_t = \nabla X_t = X_{t+1} - X_t \quad (t = 1, 2, \ldots, n-1) \]

The following graphs show the subtracted data
Figure 11: Subtracted data of Ghadir Company

Figure 12: Subtracted Data of Khodro Company

Figure 13: Subtracted data of Roy Company

Figure 14: Subtracted Data of Saipa Company
5.7- Autocorrelation and Partial Autocorrelation Functions after Stabilization and Subtracting

After stabilization, partial autocorrelation and autocorrelation functions for stationary data are re-plotted:
Figure 17: Autocorrelation and Partial Autocorrelation Functions after Stabilization and Subtracting of Khodro Company

Figure 18: Autocorrelation and Partial Autocorrelation Functions after Stabilization and Subtracting of Roy Company

Figure 19: Autocorrelation and Partial Autocorrelation Functions after Stabilization and Subtracting of Saipa Company
5-8- Detection of Model ARIMA (p, d, q)

Given the time-series graph and plotting the autocorrelation functions and partial autocorrelation, ARIMA (p, d, q) can be detected where d is the number of differentials and p and q are detectable with autocorrelation and partial autocorrelation. This means that the shape of the autocorrelation function plot after delay (q-p) tends to zero and the partial autocorrelation function of delay (p-q) tends towards zero.

In this study, because all data of company are stationary after one step of differential, for all five companies d = 1. After autocorrelation and partial autocorrelation functions of the observed data, it can be seen that with the exception of Ghadir Investment Company, modelled ARIMA (0,1,0) model for other companies is ARIMA (1,1,1).
5-9- Prediction of Stock Price of Companies Using SVR and Its Comparison with Arima

Figure 21: Prediction of Stock Price of Ghadir Company Using SVR and Its Comparison with Arima

Figure 22: Prediction of Stock Price of KHODRO Company Using SVR and Its Comparison with Arima

Figure 23: Prediction of Stock Price of Roy Company Using SVR and Its Comparison with Arima
Due to information limitations with a single criterion, the researchers use various criteria to evaluate network performance. For prediction problems, these criteria are related to differential between predicted output and real outputs. These criteria are used to investigate a prediction model or selection of the best model among different models by which proper decisions are made about acceptance or refusal of prediction model.
Overall, the closer actual amount is to the value predicted by the model, more accurate the prediction model is. Therefore, the model quality is assessed by the expected error rate. In this regard, three factors mean square error (MSE), mean absolute error (MAE) and the normalized mean square error (NMSE) will be looked into.

\[
MSE = \frac{1}{l} \sum_{t=1}^{l} (a_t - p_t)^2
\]

\[
MAE = \frac{1}{l} \sum_{t=1}^{l} |a_t - p_t|
\]

\[
NMSE = \frac{1}{\sigma} \frac{1}{2} \sum_{t=1}^{l} (a_t - p_t)^2
\]

In which \( l \) is the number of testing data, \( a \) the real value in time \( t \) and \( p \) is the predicted value in time \( t \).

Table 3: Prediction of Stock Price of Ghadir Company Using SVR and Its Comparison with Arima

<table>
<thead>
<tr>
<th>GHADIR</th>
<th>MSE</th>
<th>MAE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>167284</td>
<td>142.2967</td>
<td>0.1717</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>154.670</td>
<td>128.2211</td>
<td>0.1588</td>
</tr>
</tbody>
</table>

Table 4: Prediction of Stock Price of Khodro Company Using SVR and its Comparison with Arima

<table>
<thead>
<tr>
<th>KHODRO</th>
<th>MSE</th>
<th>MAE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>6959.18</td>
<td>66.6487</td>
<td>0.0278</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>8659</td>
<td>74.9038</td>
<td>0.0345</td>
</tr>
</tbody>
</table>

Table 5: Prediction of Stock Price of Roy Company Using SVR and Its Comparison with Arima

<table>
<thead>
<tr>
<th>ROY</th>
<th>MSE</th>
<th>MAE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>8415.1</td>
<td>77.916</td>
<td>0.0358</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>8806.5</td>
<td>81.5858</td>
<td>0.0374</td>
</tr>
</tbody>
</table>

Table 6: Prediction of Stock Price of SAIPA Company Using SVR and Its Comparison with Arima

<table>
<thead>
<tr>
<th>SAIPA</th>
<th>MSE</th>
<th>MAE</th>
<th>NMSE</th>
</tr>
</thead>
</table>
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<table>
<thead>
<tr>
<th></th>
<th>MSE</th>
<th>MAE</th>
<th>NMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>7090.64</td>
<td>73.4283</td>
<td>0.0348</td>
</tr>
<tr>
<td>ARIMA(1,1,1)</td>
<td>7263.7</td>
<td>74.4982</td>
<td>0.0357</td>
</tr>
</tbody>
</table>

Table 7: Prediction of stock price of SIMAN company using SVR and its comparison with Arima

Comparing the results predicted based on the criteria of MSE, MAE and NMSE in companies of Iran Khodro and Saipa indicates the superiority of the SVR method to ARIMA. But for Ghadir Investment Company and cement Tehran, ARIMA model forecasts better than SVR model. This is due to the fact that the data of these two companies are linear in some periods and for linear data, Arima model outperforms. Obviously, the model outperforms better in its own condition. For example, in ARIMA models where the data are mostly linear, better results can be achieved.

6- Conclusions

Prediction of stock prices in the stock market is of utmost importance. Investors in stock market can gain profit if they can predict the trend of stock market regarding the changes in other markets such as exchange, gold and oil. In fact, when investors gain profit from the stock market, the market will provide life survival.

In recent years, the increase of computation power and data storage in different fields has brought about a necessary provision for new techniques and smart tools. Data mining is a relatively young field originated from statistics, artificial intelligence and machine learning referring to extracting knowledge and information from big database. One of the most important applications of data mining is making prediction based on previous data done in different ways.

Support vector machine (SVM) is one of powerful new techniques for data mining, which has the successful application in classification problems, regression and time series prediction. These methods have attracted the attention of many researchers due to prominent features such as simple geometric interpretation, its general and unique solution to achieve and capability of modelling the complex nonlinear functions.
In this study, we compare the classical regression model with SVR and high performance of computing and the results indicate that the SVR model outperforms the other. Of course, this does not mean ignoring other methods, and each model has its own efficiency. But Tehran Stock market should take advantage of the different methods for the implementation experience of the other markets, such as the New York and Japan Stock Exchange.

All can be concluded is that using mathematical model in estimating stock price is of great importance.

Among all kinds of time series data, forecasting financial time series, due to characteristics such as non-stationary, noise and non-linearity, is more difficult. In this study, the performance of SVR for financial time series prediction has been investigated. To do so, five sets of data related to ghadir, irankhodro, saipa, siman Tehran and rooy tosheh zanjan were selected. To select model parameters, we used network search method.

After implementation SVR model, the predicted results the classical were compared with ARIMA model.

Given Autocorrelation and partial autocorrelation functions, Non-stationary data were specified and the need to stabilize the variance and the difference was felt. A random walk model was used for ghadir data and for irankhodro, Saipa, Tehran cement and rooy toseh, we used an ARIMA model. And the predicted results were compared. Based on the criteria of MAE, MSE and NMSE, the results of this study showed that in the data of companies of irankhodro, toseh rooy, and saipa, and Saipa, SVR model is better than the ARIMA, based on criteria of MSE MAE and NMSE. But given Tehran cement and Ghadir, ARIMA model showed more accurate predictions. Then selection the appropriate model from existing models is one of the most important factors in understanding the stock market.

As in most developed countries such as Japan and USA, SVR and other mathematical models model are used to predict stock market, some suggestions are presented below to establish a robust system in stock market and improve the accuracy of SVR model.

1) Education of the investors in stock market for the use of mathematical models to predict the stock price

2) Using experience in other stock markets in which non-linear models are used to predict stock prices.
3) Finding a more accurate and faster method for selecting model parameters of SVR.

4) Combining SVR approach with other methods and using appropriate pre-processing methods to increase the accuracy of the model.

5) Finding new kernel functions to be applied in various data.
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